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 The employment of data mining approaches to resolve educational tasks have increases 
tremendously in the past decade. This paper investigates the efficiency of employing a 
combination of data mining techniques to extract insightful knowledge from students’ 
information. Particularly, association rules algorithm known as Apriori algorithm is used 
to find rules between courses. In addition, a decision tree classifier known as J48 is applied 
on the data to predict students’ performance. The data went through a features selection 
process where features with high influence were selected. Experiments are performed on 
WEKA, a data mining and machine learning open-source software, on a real-world dataset 
collected from the Information Systems department at Al-Baha university. The results show 
that J48 classifier outperformed two other classifiers (IBk and Naïve Bayes) in terms of 
accuracy.         
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1. Introduction 
 

The focus of data mining (DM) is on detecting unexpected 
relationships between observational data sets and presenting a 
summarization of useful and understandable results to the data 
owner [1]. Recently, there has been an increased interest in 
research linking DM with educational systems, forming a new 
area of research known as Educational Data Mining (EDM) [2]. 
Over the last few decades, universities have collected a 
tremendous amount of educational data related to students’ 
information and their educational behavior. These data 
repositories provide a valuable educational data that could be 
analyzed and used to understand learning and learners. EDM 
aims to explore data that was generated on and educational setup 
using DM approaches such as prediction methods, clustering, and 
relationship mining, in order to discover hidden patterns in a 
distinctive type of data with an educational nature to enhance the 
learning experience and institutional effectiveness [2,3]. 

Different DM approaches have been employed to resolve many 
tasks and applications in educational environment. The following 
EDM subjects/tasks were introduced by Castro et al. [4] and 
Romero and Ventura [2]: applications that deal with the 
assessment of the learning performance of students, applications 
providing learning  recommendations and course registration 
approaches that study teachers and students’ feedback in e-
learning courses, detecting of unusual learning behaviors among 
students,  grouping  students based on their  customized features,   

 

 

 
personal characteristics, etc., the process of constructing 
courseware and learning contents automatically, and planning 
and scheduling future coursework for students.  

This paper employs a combination of DM approaches in order to 
predict the students’ performance. A dataset of students’ 
information is obtained from Al-Baha University. The famous 
association rule algorithm known as Apriori algorithm was 
applied on the data to generate rules with related courses. Next, 
the decision tree classifier known as J48 was employed to classify 
the item sets generated by Apriori algorithm. The performance of 
J48 was compared against two classifiers: IBk (Instance-Based 
k) and Naive Bayes, where J48 had the best accuracy among 
them. The features of the student’s data are considered and 
attributes of higher influence are selected. The experiments are 
performed on WEKA [5], the open-source software that offers a 
wide range of machine learning algorithms for DM tasks. 

The rest of the paper is organized as follows: the related work is 
discussed first. Then, the research methodology is explained in 
detail. Next, the data pre-processing and characteristics are 
discussed. After that, the experimental work is explained and the 
analysis of results is shown. Finally, we discuss the conclusion 
and future work. 

2. Related Work 
 
Various educational data extraction techniques were used in 
many studies to classify and predict student performance [6-11]. 
The goal of such type of studies is to improve the quality of 
education in educational institutions  

There is a large body of work that studies the use of data mining 
techniques in educational environment. The studies focused on 
different topics such as the assessment of the learning 
performance of students, provide course registration 
recommendations based on the learning behaviour of students, 
and detect unusual learning behaviours among students.   
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The following overviewed studies investigate the usage of a 
combination of data mining approaches (classification, 
clustering, association rules, …etc.). The main objective of these 
studies is to enhance the educational environment.  

The work in [12] used a decision tree algorithm known as C4.5 
to classify students based on their performance to normal 
(student does not need advising), near to risk (student needs 
advising), in risk (student needs extensive advising). The main 
attributes the advisor would rely on are the difference between 
the registered and the gained credit hours by a student. Kappa 
coefficient and ROC area measure tools were used to evaluate the 
algorithm’s results.    

The work in [6] and [13] studies the association between courses 
and students’ behavior and suggest course recommendation 
technique. In [6], the authors developed a personalized course 
sequence recommendation method that could improve the 
student’s GPA and contributes into shortening their graduation 
time. The work in [13] builds a model to support students’ 
courses selection using a combination of data mining algorithms. 
Apriori algorithm is used to discover the association rules 
amongst studied courses. After that, J48 algorithm (a decision 
tree classification algorithm) is used to predict the most suitable 
future courses for students to take based on their historical and 
current data. K-Means clustering algorithm was applied on the 
data to cluster data based on similarities on major, clustering by 
learning results, course's score, etc. 

In [8], the coursers to be registered next semester is generated 
using association rules. This smart academic advising system 
used real-data obtained from the University of Jordan and applied 
Apriori algorithm on the data to get the list of suggested courses 
sorted by their confidence. 

Alhakami et al. [10] applied J48 decision tree algorithm on 
students’ data set to analyze students’ performance using various 
data mining techniques such as classification and clustering. The 
J48 classification algorithm was applied to the data set. The 
results showed that the students’ performance can be affected by 
many factors such as: GPA, standardized tests, high school 
major, sex, age, nationality and city.      

Aher and Lobo [7] presented a Course Recommendation System 
using a combination of clustering and association rules 
algorithms. First, Simple K-means clustering algorithm grouped 
similar data into the same clusters. Then, Apriori association rule 
algorithm was applied on each cluster to find associated courses. 
Positive association rules are considered as recommended 
courses for students.  

The study in [11] is concerned predicting the students’ graduation 
grades using the decision tree algorithm known as Iterative 
Dichotomiser 3 (ID3) on various features such as high school 
grade, entrance examination score.  

The work in [9] applied a combination of DM techniques on 
students’ data to evaluate their academic performance. First, 
(attributes) with the higher influence were chosen (12 out of 24 
attributes were chosen). Then, four classification algorithms (J48, 
PART, BayesNet and Random Forest) were applied. Apriori 
algorithm was also used to find the best association rules amongst 
the data. Experimental results showed that the Random Forest 
algorithm is best choice for the chosen input data set.        

The work in [14] proposed an enhanced version of the decision-
tree algorithm C4.5 called improved C4.5 by adding a grid search 
function in order to get more accuracy in classifying and 
predicting the students’ performance. The algorithm was applied 
on students’ data and its performance was compared against 
traditional C4.5 algorithm and three other algorithms (Random 

Forest, Support Vector Machine (SVM) and Naive Bayes). The 
results showed that the improved C4.5 had better classification 
accuracy than the other four algorithms (including traditional 
C4.5).  

The authors in [15] investigated the most influential attributes in 
predicting the students’ performance. Two famous classification 
algorithms, Bayesian Network and Decision Tree, were used to 
classify the student’s data. The results showed that Bayesian 
Network has better accuracy than Decision Tree, and the 
student’s attendance and GPA in the first semester were are the 
influential attributes on the students’ performance. 

In this work, we choose the attributes that have more influence 
on the data and find the association between studied courses in 
order to build a course prediction model using a decision tree 
algorithm. 

3. Methodology 
 
This work applies several DM techniques to build a course 
prediction model for college students. First, the well-known 
association rules approach known as Apriori algorithm is applied 
to find association rules between courses. Then, the decision-tree 
algorithm known as J48 is applied on these rules to build a 
prediction model for the courses to be taken by students. The 
following sections give a brief introduction to Apriori and J48 
algorithms.   

Apriori Algorithm: Apriori is an algorithm designed to discover 
association rules in item sets. The basic idea of the frequent 
itemset mining is to find frequent itemset whose support 
(Frequency of occurrence of an itemset) is greater than or equal 
to a minimum support (minsup) threshold. The Naïve approach 
to this problem is the Brute-force algorithm where we consider 
each itemset in the lattice, and count the support of each 
candidate by scanning the data. This approach has a time 
complexity of ~ O(NMw), and a space complexity O(M), where 
N is the number of transactions, M is the number of possible item 
sets, and w is the maximum width of a transaction. 
The Apriori principle enhances the Naïve approach by 
considering the following: 
 

- If an itemset is frequent, then all of its subsets must be frequent. 
- If an itemset is not frequent, then all of its supersets cannot be 

frequent.  
- The support of an itemset never exceeds the support of its subsets 

Pseudocode: 
 

1- Let Ck = candidate itemsets of size k. 
2- Let Lk = frequent itemsets of size k. 
3- Let k = 1, C1 = all the items in the transaction set. 
4- While Ck != Ø. 
5- Find frequent itemsets in Ck and put them in Lk. 
6- Generate a collection of candidate itemsets Ck+1 of size k+1 

using Lk. 
7- k=k+1. 

J48 Decision Tree: The J48 (also referred to as C4.5) decision 
tree algorithm is the implementation of algorithm ID3 [16] 
(Iterative Dichotomiser 3) that is developed by WEKA project 
team. J48 has additional features such as considering missing 
values, derivation of rules, continuous attributes value ranges, 
and pruning of decision tree.  
  
Data Collection 
This work uses real-world data that involves students and courses 
in the department of Information Systems at Al-Baha University. 
The data contains the attributes: semester, student ID, student 
name, CRN, course code (course code & course number), course 
name, grade and degree.     
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The preprocessing stage involves removing irrelevant attributes 
and selecting more influential features which also contributed in 
reducing dimensionality. The selected data set files were 
transformed into Attribute Relation File Format (ARFF, which is 
a file format compatible with WEKA).  

Algorithm  

Step1: Enter data after Pre-Processing. 

Step2: Apply Apriori algorithm to the data. 
Step3: Configure the expected value for each course based on the 
type of pattern classification. 
Step4: For each course, calculate the probability that it will be 
the first course in the student's transaction log. 
Step5: Update the expected value for each node in the tree, 
(except for the root node). The expected value of its dependent 
nodes is calculated using the probability values computed in Step 
3. 
Step6: Generate the rules according to the created tree. 
 
Tracking the decision tree helps in deciding which course to 
recommend next. The decision tree is created by taking patterns 
of transaction records as input and updating the value for each 
node based on the frequency in the transaction records. Looking 
at students' current transaction records, future transactions can 
now be predicted by matching them to the decision tree. One 
transaction is executed from multiple transactions. Each node has 
a value indicating the probability that the course has been studied. 

We build our methodology on several different layers of stages 
that improve the quality of data and put it in a framework to make 
it suitable for predicting a suitable course for the students. 
Starting from data collection and then data preprocessing, 
appropriate classification with J48 classifier, formation of 
association rules, prediction, and similarity calculation with 
Apriori algorithm. Probabilistic prediction for a group of courses 
is done by finding matches and similarities between the current 
position of the student and the probability tree. It is not a good 
and acceptable implementation of Apriori's algorithm directly to 
classify student record transactional data across a skewed data 
set. Also, the use of decision trees is not always ideal due to the 
existence of outliers, so the use of tree pruning is used to make it 
smaller and less complex. These association patterns can provide 
knowledge that helps build a decision tree away from data 
anomalies, based on association rules we can improve the 
prediction of typical courses that can be offered as a 
recommendation for advising students.  

In our research, we will use Apriori algorithm to discover the 
association rules among the students. Then we apply J48 
classifier that produces a prediction group model for the best 
available options based on association rules, which improves the 
results of our predictions. 

Based on the simple rule of association, it is said that the courses 
that are repeated at least 65%, can be considered as courses that 
are successfully passed by the students, meaning that they 
appeared repeatedly in the transaction records, and the additional 
processing is only posted on the courses that appeared frequently. 
The remaining courses that occurred less than 65% are deleted. 
The practicable implication rules are those where the left-hand-
side (LHS) itemset has a positive effect on the right-hand-side 
(RHS) itemset. 

Correlation analysis is performed based on Apriori algorithm, in 
two basic steps: 1) finding frequent itemsets, 2) finding the 
association rules. The Apriori algorithm is one of the methods for 
searching databases. The Apriori principal assumes that subsets 
of frequent itemsets are also frequent. The Aproiri support 
element is used to mine collections of duplicate items from the 
database. 

In Table 1, each cell has a value of 0 or 1, where 0 means that the 
student has not studied or has not passed the course yet, and 1 
means that the student has passed the course. After Apriori is 
applied, based on support and confidence, a list of strong 
association rules is obtained. We check if Course N is on the left 
side of the generated association rules, and we check if the 
Course on the right is not passed by the student. After that, we 
can recommend the course to the student. 

Table 1: The transactions matrix (1 means course was passed, 0 
means course not passed yet) 

Student/ 

Course 

Course

1 

Course

2 

Course

3 

Course

…. 

Course 

N 

Student

1 
1 0 1 …… 1 

Student

2 
0 1 1 …… 1 

Student

… 
…… …… …… …… …… 

Student 

M 
1 0 1 …… 1 

 

4. Experimental Work and Results 

4.1. Apriori Algorithm Results 
 

Table 2 shows the best rules found after applying Apriori 
algorithm. It can be noticed that some rules should be eliminated 
for several reasons such as pre-requests constraints. For example, 
English Language 2 - 11010211 ==> 1. Software Engineering – 
41011322 cannot be studied together because the curse 11010211 
is a pre-request to the course 4101322. We apply the Apriori 
association rule algorithm to each cluster then we choose the best 
rules found in that group to classify the course that gives the 
correct result. 

Table 3 shows a summary of the results obtained after applying 
the Apriori algorithm, indicating the frequent itemsets that were 
purified, the number of rules found, and the average of 
confidence and support for each rule.  

From the results, we have noticed that the greater the support 
value, the less the number of itemsets and the smaller the number 
of the resulting item set, the more logical the relations between 
them. The change in both support and confidence, by increasing 
or decreasing, leads to the emergence of different rules with 
different degrees of logic. When a large amount of intuitive and 
illogical results emerged when identifying all the traits to find the 
relationship between them, which led us to define specific traits 
and perform operations on them to discover more logical 
relationships between the courses then refer to 4 lists, Hence, it 
can be considered as one parameter under the requirement 
classification, and the approved rules were as shown in Table 2. 
Table 4 shows the classification of courses based on the course 
requirement in the study plan.  

4.2. Decision Tree Classifiers 
 
 
 
 
 

The decision tree is used in decision analysis to help determine 
the strategy that will lead to achieving the goal. The decision tree 
is a flowchart-like structure, where each internal node represents 
a "test" of the property, each branch represents the test output and 
each final node represents the decision taken after calculating all 
the characteristics. The path from the root to the final node 
represents classification rules. 
 

•  Decision Contract - These are usually represented by squares. 
•  Opportunity nodes (probability) - are represented by circles. 
•  Final knots - are represented by squares. 
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Table 2:  Result of association rule algorithm using WEKA 
 

NO.  Results 

1 Best rules found: 
1.UR=11020101 ==> CR=41010121 
2.CR=41010131 ==> UR=41010132 
3.CR=41010141 ==> UR=11020101  
4.CR=41010131 ==> UR=11020101  
5. CR=41010131 ==> UR=11020106 

--------------------------------------- 

Best rules found: 
1.UR=11010113 ==> CR=41021315 
2.CR=41010121 ==> UR=11010113 
3.CR=41010132 ==> UR=11020204 
4.CR=41010121 ==> UR=11010113 
5.PRC=41021312 ==> UR=11010112 

--------------------------------------- 

Best rules found: 
1.PRE =41021611 ==> CR=41011213 
2.CR=41011322 ==> PRC=41021463 
3.CR=41021212 ==> UR=11020204 
4.CR=41010131 ==> PRC=41021322  
5.PRC =41021421 ==> UR=11010101 

2 Best rules found: 
1.UR=41011213 ==> CR=41011213 
2.CR=41010131 ==> UR=41010132 
3.CR=41010132 ==> UR=11020107 
4.CR=41010131 ==> UR=11010010  
5.CR=41010131 ==> UR=11020106 

-------------------------------------- 

Best rules found: 
1.UR=11010113 ==> CR=41011322 
2.CR=41011212 ==> UR=11010111 
3.CR=41010132 ==> UR=11010111 
4. PRC=41021463 ==> UR=11020101  
5.CR=41011327 ==> UR=11010211 

---------------------------------------- 

Best rules found: 
1.PRE=41012213 ==> CR=41011213 
2.CR=41010132 ==> PRC=41021234 
3.CR=41021212 ==> UR=11020204 
4.CR=41010141 ==> PRC=41021321  
5.PRC=41021611 ==> UR=11010101 

 
Table 3: Summary of results after applying Apriori algorithm 

 

Confidence Support 
Set n. 
Rules 

Sets large 
item 

N. item 

0.9 0.1 10 5 1 
0.2 0.01 100 7 1 
0.2 0.0010 200 6 2 

 

 

A decision tree is used to start from observations about a specific 
element to conclude about the value that that element carries, 
represented by the leaves of the tree, while the element itself is 
represented by the branches of the tree. One method of predictive 
modeling is a decision learning tree. 

Clustering techniques are used to improve performance, we use 
the common approach between association rules and decision 
trees, and for accurate results built-in single classifier. By 
comparing three classifiers the performance is evaluated in terms 
of F-measure. 

Table 4: Classification of courses based on requirement level 
(university (UR), college (CR), program compulsory (PRC), 

and program electives requirements (PRE)) 
 

NO.  Course category, course name, and course code 

1 University Requirements (UR) 
1. English Language 1-11010010 
2. English Language 2 - 11010211 
3. The Holy Quran - 11020107 
4. Islamic Education 1- 11010101 
5. Islamic Education 2 - 11010111 
6. Essay and Research Writing Skill- 11010112 
7. Health Education- 11020204 
8. Voluntary Community Service- 11010113 

2 College Requirements (CR) 
1. Introduction to Computing - 41010121 
2. Calculus for Computing 1- 41010131 
3. Physics for Computing 1- 41010141 
4. Probability and Statistics - 41010132 
5. Discrete Structures for Computing - 41011212 
6. Algorithm and Data Structures - 41021212 
7. Computer Networks - 41011213 
8. Software Engineering - 41011322 
9. Human-Computer Interaction- 41011321 
10. Web Development- 41011327 

3 Program Requirements Compulsory (PRC) 
1. Foundations of Information Systems-41021211 
2. Accounting for CIS-41021261 
3. Data and Information Management- 41021221 
4. Marketing for CIS-41021463 
5. Mathematics for Business Analysis- 41021234 
6. Systems Analysis and Design- 41021315 
7. IS Project Management- 41021311 
8. Application Development- 41021312 
9. Enterprise Systems- 41031313 
10. Economics- 41021362 
11. IS Strategy, Management and 

Acquisition- 41021321 
12. Business Process Management- 41021322 
13. Enterprise Architecture- 41021222 
14. Senior Project for CIS 1- 41021411 
15. Senior Project for CIS 2- 41021421 
16. IT Security and Risk Management- 41031412 
17. Big Data- 41021413 
18. Decision Models for Management- 41021414 
19. Professional Issues- 41021422 
20. Multimedia- 41031423 

4 Program Requirements Electives (PRE) 
1. Systems Integration- 41031323  
2. Operating Systems- 41011314 
3. Software Testing- 41031424 
4. IS Innovation and New Technologies- 41021324 
5. IT Infrastructure- 41031314 
6. IT Audit and Controls- 41021323 
7. Digital Logic Design- 41012213 
8. Recommender Systems- 41011614  
9. Selected topics in CIS- 41021611 

 
The J48 algorithm acts as a primary classifier in our approach to 
predict the courses of the current study, then the combined 
classifier is built, and the training data and test data are used to 
verify the prediction and accuracy of the results. Prediction 
results can be compared with the training data and test data with 
the help of association rules. It is also divided into test and 
training groups. In order to obtain unbiased results, we use the 
(k-fold) cross-validation procedure. That is, to predict the 
performance of the model when used while training through the 
use of a limited sample. Through our belief in the rule that it is 
better to train with small-sized balanced data rather than large 
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unbalanced data. Three measures were used to perform base tests 
on data sets (F-measure, Precision, Recall). Recall (also known 
as sensitivity) quantifies the number of positive class predictions 
made out of all positive examples in the dataset. Precision (also 
called positive predictive value) quantifies the number of positive 
class predictions that belong to the positive class. F-Measure is a 
measure of a test's accuracy. It is calculated from the precision 
and recall of the test 

Based on the algorithms’ performance results in Table 5, we can 
clearly see that the proposed J48 classifier based on Apriori 
algorithm outperforms the Naïve Bayes and IBk classifiers, 
where precision, recall and F-measure all higher than the two 
other classifiers.  Hence, this is a good indication to decide on 
adopting the approach proposed on this work.  

Table 5: Comparison results of precision, recall, F-measure for 
Naïve Bayes, IBK, and J48 classifiers 

Classifier Precision Recall F-measure 

Naive Bayes 0.944 0.981 0.962 
IBK 0.922 0.904 0.913 
J48 0.976 0.998 0.986 

 
4.3. Student Course Features (SCF) Models 
 
 
 
 
 

Input parameters: the student’s degree in the course, student ID, 
student name, CRN, Requirements, course code, Course name, 
grade, GPA, semesterID, the number of academic hours 
successfully passed by the student, the number of academic hours 
remaining for the student, the student's number, the number of 
academic courses and the number of academic courses remaining 
for the completion of the study plan. The order of the input 
variables is shown as determined through the use of J48 
algorithm. It was found that the indicator of CRN, the number of 
academic hours that the student successfully passed and the 
number of academic hours remaining for the student have a lower 
ranking, indicating that these variables are the least influential. 
To verify the validity of the J48 algorithm for selecting the 
relevant input variable, three student course features (SCF) 
models (SCF-1, SCF-2, and SCF-3) were developed to assess the 
accuracy of SCF prediction. 
 
4.4. Testing the Performance of SCF-3 Model  
 
Three SCF models (SCF-1, SCF-2, SCF-3) are developed using 
WEKA. The SCF-1 model utilized: course, student ID, student 
name, course code, Course name, grade, GPA, and semester ID. 
SCF-2 model used course, student ID, student name, course code, 
course name, grade, and semesterID as input parameters. The 
SCF-3 used inputs as semesterID, StudentID, CourseCode, Grade 
and Requirements. Bayesian network (BayesNet) algorithm is 
used for training the SCF models. The reason because you are 
using a model that is robust enough so that it can be applied to 
similar situations. In this capacity, a model is in effect a "pattern" 
that may be reused as long as it matches sufficiently to the 
circumstances of the environment [17], and the number of data 
samples used in SCF model, and indicate the number of input and 
output variables. 
The local conditional probability distributions test is they are 
sufficient to represent the joint probability distribution of the 
domain. More concretely (Pr) Eq. (1). 
 

 

(1) 
 
 

Table 6: SCF models prediction accuracy 
 
 

Models Pr (%) Highlights 

SCF -1 16.84 Good prediction accuracy 

SCF -2 16.32 Good prediction accuracy 

SCF -3 8.05 High prediction accuracy 

 
It is clear from Table 6 that SCF-3 model show higher prediction 
accuracy than SCF-1and SCF-2 identifying SemesterID, 
StudentID, CourseCode, Grade, and Requirements as the most 
relevant features for SCF prediction. Therefore, J48 algorithm in 
WEKA can be used to find relevant input variables for SCF 
feature. 
 
There are different techniques of selecting an attribute or features 
but the choice was to use the manual techniques, in which the 
trait is usually chosen based on human understanding (mental 
classification) of the data set. In our current case, it was mental 
classification agreed with the outcome of the three SCF models, 
which clearly and strongly identified the best parameters that 
could lead us to the correct prediction, which are represented in 
the Human understanding (mental classification) agreed with the 
outcome of the three SCF models.  
The decision tree classifier will use J48 genetic algorithm. In 
order to create a decision tree based on the attribute values 
available in the training data. 
 
The total number of students is 1820 and the number of courses 
in the study plan is 47 courses. The classification for courses is 
shown in Table 4 and is as follows: University Requirement (UR) 
– College Requirement (CR) – Program Requirement Core 
(PRC) - Program Requirement Elective (PRE), as shown in Table 
1, where the number of  attributes is five (Semester, StudentID, 
CourseCode, Grade, Requirements). 
SCF-3 Model: A dataset of 66% was selected from the 1,820 
data records, and the results were as follows: 
 

When entering the training data, the correct prediction was made 
by 98.4% for the number of 1261 transactions, and the incorrectly 
predicted rate was 1.5% for the number of 20 transactions. the 
number of Leaves: 292, and the size of the tree: 297. 
 
Detailed Accuracy by Class section of the output demonstrates 
break down of the classifier’s prediction accuracy. The measures 
(Precision, Recall, F- Measure, ROC area) are useful for 
comparing classifiers. Table 7 shows detailed accuracy by Class. 
The area under the ROC curve is determined by the true positive 
and false positive rate. ROC area=1 indicates a perfect prediction, 
while ROC area=0.5 indicates a random prediction.  
 
The ROC area values in the detailed accuracy by class section of 
the algorithm output indicate that class 1 (University) has the best 
prediction because it has the highest ROC area value. Class 4 
(Elective) has the weakest prediction because it has the lowest 
ROC value. 
 

Table 7: Detailed Accuracy by Class 
 

Class 
TP 

Rate 

FP 

Rate 
Precision Recall 

F-

Measure 

ROC 

Area 

University 0.986 0.001 0.996 0.986 0.991 0.997 
College 0.906 0.001 0.993 0.906 0.942 0.991 

Program 0.998 0.042 0.976 0.998 0.986 0.990 
Elective 0.976 0.000 1.000 0.976 0.988 0.986 

Weighted 

Avg 
0.983 0.983 0.027 0.983 0.983 0.967 
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4.5. Confusion Matrix 
 
Confusion matrix is a popular matrix that is used to describe the 
performance of a classification model. The matrix shows how 
many tests data instances have been assigned to each class. Each 
column in the matrix represents the Predicted class, and each row 
represents the Actual class. Classifier performance is usually 
evaluated using the data in the matrix, and the size of the matrix 
is based on the number of categories.  
 

• TP (True Positive): The number of states that the classifier 
correctly predicts of class p that actually belongs to class p 

• FN (False Negative): The number of cases that the classifier 
incorrectly predicts of class p that actually belongs to class n 

• TN (True Negative): The number of states that the classifier 
correctly predicts of class n that actually belong to class p 

• FP (False Positive): The number of cases that the classifier 
incorrectly predicts of class n that actually belong to class p 

• Recall or True positive rate (TP Rate): The rate of cases 
that are classified for a specific category = TP / TP + FN 

• False-positive rate (FP Rate): Rate of incorrectly classified 
cases for a given class. Calculate as follows: FN / TP + FN 

• Precision: Rate the correct cases for a given class, and the 
classifier correctly predicts them. It is calculated as follows: 
TP / TP + FP. 

 

As Table 8 shows, we have four classes: University, College, 
Program, and Elective, which are denoted as a, b, c, and d 
respectively. Therefore, the size of the Confusion Matrix is 4x4.  
The number of correctly classified instances is the sum of 
numbers on a matrix diagonal from top left to bottom right. The 
model made 1259 correct predictions (272+145+802+40) out of 
1281 predictions in total. 

 

Table 8: Confusion matrix results 

Course  

Classification 
a b c d 

a = University 272 0 4 0 

b = College 0 145 15 0 

c = Program 1 1 802 0 

d = Elective 0 0 1 40 

 
 

5. Conclusion and Future Work 
 
In the current study, we propose an aggregate form Student 
Course Features (SCF) based on the data available in the Al-Baha 
University database. The proposed model is primarily intended 
to assist students who are part of the CIS Study Plan by predicting 
students’ performance using historical data. We integrated 
Apriori algorithm with J48 decision tree classifier. three student 
course features (SCF) models (SCF-1, SCF-2, and SCF-3) were 
developed to assess the accuracy of SCF prediction. In this study, 
J48 algorithm was implemented using WEKA to identify input 
variables relevant to predicting SCF using the three SCF models 
where the most relevant input variables for predicting SCF are: 
semesterID, StudentID, CourseCode, Grade, and Requirements.  
Our future work is to focus more on demographic and social 
impacts on improving academic student rates by integrating 
artificial intelligence into a prototype that uses recommendation 
systems by building a full profile for each student while 
improving prediction accuracy. 
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